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Context awareness is a key feature of adaptive applications and services developed on a ubiquitous computing infrastructure. Typical middlewares for managing context information rely on a centralized server to receive, process and deliver context information. However, such an approach has many drawbacks. Among them, we can mention that rule based reasoning is not flexible at all. In this paper, a framework for the management of context information is presented. It is based on Semantic Web technologies for the representation of context, reasoning and inferencing over such information. The particularity of the presented framework is that it is distributed. The Semantic Web based ontology is partially distributed, being the rule sets used for personalized context reasoning and inferencing spread over the context information consumers. With such an approach, adaptive services and applications in ubiquitous computing scenarios can be developed easily. As a consequence, this framework paves the way for more powerful, flexible and easy to develop and deploy adaptive ubiquitous computing applications.
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1. Introduction

Improvements and progressive miniaturizations of electronic devices have enabled smart environments and smart homes to grow in popularity and implementation. Costs of these devices, especially sensors and actuators controlled by small processing units have been drastically reduced, and these systems are now affordable for average families to install in their homes. However, although the hardware is already cheap and discrete enough to be installed in homes, there is still a big gap to be filled which is that of the software that controls this hardware.

Nowadays, a very important trend is that of context-aware systems (Schilit et al, 1994). These systems are able to interact with the user in a non-intrusive way (usually without the need of any direct interaction from the user). The key to this interaction is an appropriate context information
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management. By context, we refer to any information that characterizes a situation related to the interaction between humans, applications, and the surrounding environment, as stated by Dey and Abowd (2001).

We can highlight several interesting points from context-aware systems. On the one hand we have the context itself. On the other hand there is the collection and distribution of this context, the use of this context for certain tasks, and finally we have the interaction of sensors and actuators with the real world. By sensors we mean devices that provide us real-world information, such as temperature (temperature sensor), image (camera surveillance) or a motion sensor. Sensors are usually the most primitive context producers. Actuators interact with the real world, and may be something like a cell phone (they can communicate with us by text, images and sound and light elements), a light bulb, an air conditioning system, a system for closing and opening doors or a small robot.

Actuators might be indirect context consumers, although they are usually connected to the system through adaptation services which are the gateway between the system and actuators. Those adaptation services are context consumers which, depending on the context information, will interact with the actuators. Those services can run on powerful desktop computers or in small devices with few processing capabilities. Therefore, the simpler and the higher order the context information is, the better for those devices; their logic and understanding will be simpler, and their processing needs smaller.

In ubiquitous computing context, management is a key task. An easy access, management and modification of this context information enables us to develop more powerful Context-Aware tools in a faster and easier way. In an environment with producers/consumers of context, if we also want to modify the logic (i.e. behaviour according to a received context) of consumers in Context-Aware systems, we have several alternatives. First, we can modify all context consumers in order to interpret the context differently. But this is usually not desirable since it makes us dependent on the presentation of data, and we must modify all consumers in that context and adapt them. Moreover, in many cases these consumers are small adaptation services that only spread small actions when they get very specific indications, for example, a service that sends a signal to turn on the light to an actuator when receiving context ‘Light On’ and turns it off when it gets ‘Light Off’.

That is all the processing performed and all the context information of interest. Another option is to modify all context producers to produce information adapted to the needs of consumers. Both options need to modify the code of the devices to adapt them to the changes in the system logic. Moreover, the logic of the system does not lie in the system, but is interpreted by each customer of the system. To avoid this we can move part of this adaptation logic to another separate layer that can be manipulated independently of the code of the devices. This layer will generate higher level information from the produced context by the system sensors using Context-Reasoning.

The Context Reasoning consists of obtaining new information from existing information by inference. This new information may be implicit, or defined for a particular domain. If the information was implicit, it already existed in the system. Therefore, the system may make it explicit by means of Context Reasoning. For example, if the system has the information that George is taller than Paul, Paul is taller than Andy and that is taller than property is transitive, then we can infer that George is taller than Andy. In contrast, this new information can be generated based on certain rules or patterns established explicitly for a particular domain. For instance, this allows us to define for a specific domain within an intelligent building that if the computer’s room temperature is higher than 20° then temperature is high. We have a service that sends an alarm to a technician when it receives
high temperature. However, this information will depend on the domain, and may even vary over time. Thus, if we want to adapt the system for a room where food is kept frozen, we would only have to change this rule domain to suit the ideal temperature for this food.

Context Reasoning usually produces information of the same or higher order than the original. In this way we can chain several simple events that generate more complex information in order to get a more complex and higher level combined information. This idea is used in CEP (Complex Event Processing) systems, where the CEA pattern (Condition-Event-Action) is used. Condition models the situation of interest to be recognized, Event is the event that causes the new situation and Action is the action in response to that situation.

This Context Reasoning process is performed using some concrete techniques with a context represented in a particular way. Depending on the semantic richness that we want to achieve in the context representation, we can opt for different solutions: in the form of Java objects (e.g. ContextJ (Appeltauer et al, 2011) or JCAF (Bardram, 2005)); in the form of strings with a proprietary language; in structured languages such as XML (Goldfarb and Prescod, 2000) or using Semantic Web technologies like RDF (Brickley et al, 2004) or OWL (McGuinness et al, 2004). The more semantic richness the context has, the more information will be available to perform context reasoning and infer new information. The reasoning process depends heavily on the context representation.

Reasoning in computer science has been understood traditionally using rule-based systems. These consist of a set of rules, an inference process and a working memory, as we can see in Figure 1. Knowledge is stored as rules of the form:

\[
\text{IF some condition(s) THEN some action(s).}
\]

The Semantic Web reasoning offers some advantages over the traditional reasoning. It provides a very powerful expressivity. Besides, it allows us to make implicit reasoning (Ontology Reasoning or axiomatic), so that doing a good definition of the ontology we get a lot of information without having to make it manually explicit.

![Figure 1: Traditional Rule Reasoning](image)

Taking advantage of this technology we created OCP (Open Context Platform). OCP is a platform for the management of context that allows us to reason (García-Sola et al, 2010b) with this context using Semantic Web technologies and rules introduced at the beginning of its execution, so generating new context information. However, this monolithic approach had some disadvantages.
These rules cannot change during the execution of the system, whereas in actual systems it is common for the logic of the application to change at any time. In addition, everything is centred on the server, with the correspondent overload when these rules grow in number and complexity.

To solve these problems we propose a distributed and modular reasoning architecture based on ontologies. This proposal offers several advantages. We will be able to modify the adaptation logic on-the-fly seamlessly. This will be done by sets of patterns or rules to be evaluated dynamically and concurrently taking into account interdependencies. These sets of patterns and rules can be interrelated and in turn concurrent, thus achieving higher scalability and modularity. Moreover, this logic is decentralized, so that, for instance, the person responsible for maintenance of a building may be ordered to control all lighting in the common areas of a building, whereas a researcher can control lighting from his office, both within the same system.

To achieve this we have made changes in the internal structure of the OCP reasoning module. We have moved the reasoning system towards a mixed SOA (Service Oriented Architecture). Thus, part of the reasoning is done efficiently within the system itself to perform the dynamic part (e.g. context processing such as rules or pattern recognition) outside of it. The biggest challenge is getting a very small overhead for both the main system and the services, both in transfer of information and execution time, because we need the information to be reasoned very quickly, as it is of vital importance in Context-Aware systems. This architecture allows us to design compatible platforms that can provide multiple services. The system architecture is explained in depth in Section 2.

In addition to structural changes, since we are working with a service-oriented architecture, synchronization, temporalization, conflicting contexts and cycle problems with very specific particularities arise. The system may get information that has been generated before other information, later than the information that was generated afterwards. However, the system should be as reactive and fast as possible, so when new information arrives in the system it must send it without waiting until it gets the information that was generated prior to this. A deeper insight into the problem and the solution we have adopted can be found in Section 3.

To show the applicability of the system and how it works in a real working environment we have described an example in Section 4. In Section 5 we have performed a survey of different approaches that have been made to address this problem by comparing with other solutions, showing the advantages and disadvantages. Finally, in Section 6 some conclusions have been drawn as well as our planned future work, which is outlined.

2. Distributed reasoning

In context-aware environments the system behaviour depends on the context. And in many of these environments the context may change very quickly, and hence the system behaviour too. As discussed in the Introduction, the context moves the direction of the system behaviour, but this direction is defined by the domain rules that adapt the behaviour of a system by interpreting a specific context of a particular domain. This is why not only will the context vary rapidly, but also the sets of rules of the domain will define the business logic of the system. The rule set is dynamic and subject to addition of new rules or modification and deletion of existing ones. For example, preferences of users change or a company extends its installations. Additionally, they may depend on new devices coming into the system, since some rules may only make sense when they are within the environment. For instance, imagine a set of rules of a user to set the temperature in his office. These rules make no sense if he is not working.
This shows us that the system is not an isolated agent, but an entity that interacts with other agents which determine the system behaviour. That is, the system behaviour is distributed among the agents of the system, as it is in a naturally distributed system.

The system distribution can be performed at different levels. By distributed reasoning we understand that the OCP reasoning is not performed within the system, but rather in a collaborative way between the different agents using the system. Thus, by distributing the reasoning process, the context processing will be carried out outside the system. As part of this processing we find the rule reasoning, reasoning on top of that as the pattern recognition and others that can generate new information from existing information, i.e., processing information to find new information. There are several reasons for performing the reasoning of the system distributedly:

**Dynamicity and decentralization:** Since the reasoning process is usually performed dynamically and in a decentralized manner by those who need it, when not available and therefore that reasoning is not necessary, it would not take place.

**Efficiency and scalability:** Being the reasoning process performed on the user’s machine.

**High availability and security:** By keeping the OCP Core more compact and simple, there are fewer chances of bugs and crashes. And letting the user execute their rules, no security issues concerning rules will appear.

**Rules grouped by producers:** Being rules (which may only apply to themselves) defined, executed and consumed by the user, performance increases, avoiding server latency and interaction.

**Response time** will increase due to the fact that load is decreased.

**Versatility and modularity** are obtained by distributing the system. The system can be extended through different types of reasoning not limited to rules. i.e. pattern recognition, which does not have to do with rules; or even the use of any condition we choose arbitrarily, such as external tools or queries on the internet. But more interesting is that all services can take advantage of the expressivity and reasoning from the Semantic Web technologies, needing only to define the information they are interested in. Finally, **privacy and mobility**. The user himself keeps his preferences in the form of rules, visible only by himself (not even the server). Furthermore, if they travel to another location, their information is kept with them. Therefore, there is no need to interchange information from different systems at different locations. And, thus, it is assured that the information will be available at any time at different locations.

To explain how we have made the reasoning distribution, it is necessary to describe how OCP works. OCP is a framework for context management which offers a server and two interfaces for producers and consumers of context. Context producers must only notify the OCP server of the new context, and it will be responsible for performing reasoning on this context, and if a consumer is interested in this context or in part of the new context generated, the OCP will notify it. The way in which a context consumer tells the server about its interests is through a subscription to the context of OCP. Consumers can choose from subscribing to only one part of the context (notify about the modification of a particular entity) to subscribing to the whole context generated in the system. However, this notification is not based on a direct matching, but uses the Semantic Web technologies. Therefore, if we subscribe to notifications about an entity called Person, the server will not only notify us of changes to the entity Person, but also of all instances that are of type or supertype Person, as could be an instance of type Worker that would be subclass of Person. This, as will be explained, is a big advantage when it comes to the distributed reasoning. But not only ontologies are useful for subscription. Reasoning with ontologies offers a handful of benefits with
respect to traditional reasoning. To name a few, reuse, web compliance, standardization, high expressivity, interoperability, formality (e.g. logic programming), evaluation of its quality (Duque-Ramos et al, 2011). A more detailed survey can be found at Oberle (2009).

The Context Reasoning allows OCP to infer new context information from existing information in systems using ontology reasoning. Context rules (defined in the SWRL¹ standard) will allow defining rules to generate knowledge based on existing information.

Ontologies provide a lot of information, but much of this information is implicitly defined. This information is defined using the mechanisms of the Semantic Web technologies such as two entities class-subclass relation or transitivity. Reasoners built on top of the ontology use all of that information, so they need to have access to that implicit information somehow. This implies that a rule reasoning using ontologies usually requires axiomatic reasoning which gives the rule reasoner implicit information back when the reasoner queries the ontology. This presents us with a dependency of all data in the ontology, since some information not appearing in the rule may affect the activation of this rule. Therefore, it seems that even if a reasoner is interested only in a small item of context information it will need the whole ontology.

This dependence on all the data from the ontology can be avoided. To do so, we need some way of knowing what is the exact information needed to be retrieved, when we need it and when we do not handle all the ontology.

The system is divided into the OCP Core, which is responsible for maintaining working memory, and the Context Information Processing Blocks (CIPBs), responsible for carrying out the context information processing. These blocks can be organized hierarchically depending on the type of processing they do. In Figure 2 our proposed hierarchy can be seen, although it could be organized in any other way. It includes pattern recognition, rule reasoning and other techniques such as decision trees. These Context Information Processing Blocks (CIPBs) will initially receive some information through a bootstrapping process (which will be explained later). Once they have done

1. http://www.w3.org/Submission/SWRL/
the bootstrapping process they will start receiving a continuous stream of data from the OCP Core with the information they are interested in and they will return the new facts inferred from the fired rules. In Figure 3 we can observe how the distributed system is in contrast to the traditional system that OCP was working with (Figure 1).

When new context is introduced in OCP, as already commented, this notification is done taking into account the Semantic Web. Using this property of OCP, for a CIPB (with consumer role) it would be enough to subscribe to the entities that are involved. For example, in the case of Reasoning Block, it would be enough for it to subscribe to the antecedents of the rules set. OCP will be responsible for notifying when any of these entities changes (whether directly or indirectly) so that the reasoner knows if the antecedent of the rule is satisfied and the rule should be fired.

Another advantage of using this interface is performance. As can be seen in García-Sola et al. (2010a) the overhead introduced by adding new producers or consumers is virtually zero. There we can also find more information about the overall performance of the system with the chosen expressivity (OWL DL), as described in the following. This makes it an ideal choice for extending the system efficiently, freeing the server from this burden and any faults that could cause these extensions. Thus, the server remains compact, efficient and safe. We could even test new CIPBs without jeopardizing the central server, and not even having to stop to perform these tests. If there were any failure it would occur in the part of the CIPBs, but the server did not have to change anything.

2.1 Service Oriented Architecture

In order to achieve modularity and connectivity between different parts of the system we assume an SOA architecture (Service Oriented Architecture) in which the services are dynamic. Services...
may come and go at any time, connecting with the system dynamically and flexibly. This architecture allows us to connect and update different parts or modules of the system (i.e. services) dynamically, and can be used locally or remotely.

To use an SOA architecture, the way the reasoning process is carried out needs to be restructured, since so far all the information from the ontology was needed to make this reasoning locally and monolithically (centralized). However, this approach of having the whole ontology replicated throughout is not feasible in a distributed architecture. In this work we propose an architecture to achieve distributed processing using the OCP capabilities to deliver context, as required, to remote entities via the internet. In this new architecture the rules sets can be added, modified or deleted dynamically, achieving a change in the logic of the system without having to modify application code or interrupt the application. These context processing processes, whether rules, patterns or other user-defined processing are services that can group a set of these, and in turn, be interconnected with other services, so that together they make up the global context information processing.

In the system, each of these processing services is a type of Context Information Processing Block (CIPB), which will define and perform on-line processing tasks, either by pattern recognition, one or more rules or any process defined by the CIPB. For example, when using rule reasoning they are Reasoning Blocks.

2.2 Plug-and-Play Reasoning Blocks

So far, rules definition was performed using ORE-GUI², which added these rules to the ontology. ORE-GUI is a graphical tool for defining and modifying rules developed at the University of Murcia. This tool has been modified in such a way that is compatible with OCP (García-Sola et al, 2010b), to directly add rules to the system. When OCP was run, these rules were loaded and checked when new information was introduced in the system. This meant that there was no need to modify or create new code to add new rules, but it was necessary to stop the system and insert a higher load to it (new rules to check when new context arrives in the system). With the new architecture there is an initial service (OCP Core) that connects to different context information processing services (i.e. CIPB) as they are created. To make the whole process once the system is installed without writing a single line of code, we opted for the automatic creation of Reasoning Blocks. These Reasoning Blocks are created from the rules defined in ORE-GUI, and are directly pluggable with OCP. Thus once the system is established, the user does not need any advance information on the structure of it to modify its business logic, a task that can be performed by an average user of the system without advanced computer skills.

2.3 Efficient Local Reasoning

Ontologies are a new way of representation of information in Semantic Web technologies. They are defined as a ‘formal, explicit specification of a shared conceptualization’ (Fensel et al, 2001). OCP uses the Web Ontology Language (OWL) (McGuinness et al, 2004) as the ontology language. Depending on the demanding expressiveness, OWL provides three increasingly expressive sublanguages. We have chosen OWL DL, which supports the maximum expressiveness without losing computational completeness (all entailments are guaranteed to be computed) and decidability (all computations will finish in finite time). OWL DL is so named due to its correspondence with description logics, a field of research that has studied a particular decidable
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Fragment of first order logic. OWL DL was designed to support the existing Description Logic business segment and has desirable computational properties for reasoning systems. In Description Logics, a distinction is drawn between the so-called TBox (terminological box) and the ABox (assertional box). In general, the TBox contains sentences describing concept hierarchies (i.e. relations between concepts) while the ABox contains ground sentences stating where in the hierarchy individuals belong (i.e. relations between individuals and concepts).

To further improve system performance, Reasoning Blocks do not include the full ontology, but rather a small part of the TBox (i.e. the ontology schema), corresponding to both the antecedent and the consequent of the rules and the ABox (i.e. instances of this schema are changed in OCP), corresponding to the rules antecedent. This implies that the partial ontology in the Reasoning Blocks can be in an inconsistent state because it is a partial copy of the global ontology, maintained by OCP. But for the reasoning we are performing that is not relevant, because these inconsistencies and potential derived problems are handled by the OCP Core (see Figure 2). Therefore, we get the same results as if we had all the information, because we have all the relevant information for that particular reasoning.

Most of the reasoners allow us to make a matching of the antecedent without the complete ontology scheme, further enhancing the performance and the need to exchange information. Some of them do not even need to use an ontology for this reasoning. However, the reasoning would still be a Semantic Reasoning. This is because the OCP Core offers the service of axiomatic reasoning. This system allows us to use tools not originally intended for the Semantic Web technologies, but by exploiting its potential. For example we could use the EulerGUI engine to transform SWRL to a different rule engine, such as Euler, cwm, Drools (Van Hille et al., 2012) or Fuxi. All this means that when a new Reasoner Block wants to start working it should only retrieve from the OCP Core existing information relative to its rules antecedents, with some information being unnecessary such as ontology schema or the rest of instances. Otherwise there would be a lot of overhead when the ontology would acquire a considerable size.

2.4 OCP Architecture

So far we have explained how to perform the reasoning and processing of context from the point of view of the CIPBs, which interact with OCP Core. In this subsection we describe the overall system architecture. This includes how the interactions between CIPBs and OCP Core are performed. OCP currently offers the possibility to subscribe to an unlimited number of consumers to receive context, and producers to send context. When a new CIPB wants to act as a context processing unit it needs to subscribe as a consumer to be aware of the ontology changes. But in turn it must also be a producer in order to notify the OCP Core of the changes that occur when rules are triggered or new information is generated. But this is not enough. As we have said, in the bootstrapping process of the CIPBs, the CIPBs need to get part of the existing information from the OCP Core. This information includes the relevant part of the ontology to make a proper assessment of all relevant rules or patterns. Therefore, initially a CIPB import some initial information from the OCP Core corresponding to its subscription of context. This bootstrapping uses the OCP Context Discovery service, which allows clients to retrieve existing context in the system.

Thus, the architecture is as seen in Figure 4. As we can see, the OCP Core stays small, and the different reasoning processes are kept out by using the same interface as consumers and producers. This fully decoupled architecture is thought to be extended with new types of higher-level reasoners. As it is proposed, a logical layered reasoning architecture can be established, in which reasoning can be used to produce higher-level reasoning. The current situation is a special case in which the axiomatic reasoning is available for everyone as an internal OCP service and the rule reasoning benefits from this. This logical architecture can be seen in Figure 5. The upper layers are
actually completely decoupled and can be separated without changing the OCP logic, as it is possible to add new reasoning layers that are based (or not) in these ones. Even if we would like to provide the whole reasoning process on the same machine this architecture offers some advantages, since the OCP Core is more robust, because of its being simpler, allowing us to exploit more efficiently the parallelism when reasoning, and extend it with no need to restart the system.

We have to keep in mind that in this new architecture the reasoning process is decoupled and distributed, even between different machines. This can cause some problems, because the reasoning is now no longer generated when new context information has just been introduced. This will be seen in the next Section.

3. Issues in Distributed OCP

Having distributed reasoning offers many advantages, but there are also issues to be addressed to use the system smoothly.

Basically we find and tackle three problems. On the one hand we have the problem of cycles, whereby a Reasoning Block produces, for instance, some information that makes another Reasoning Block to produce other information. That new information from the second Reasoning Block is as that which made the first Reasoning Block to produce its initial information. This would lead to an infinite loop between these two Reasoning Blocks. On the other hand there is the issue of temporalization. Since we are in a distributed system, it is possible that network delays or a slow reasoning process make a reasoned fact which was generated before another fact, reach the system after the other, so overwriting its value, when it should be the other way round.

Finally, we can find situations where the information is uncertain, incomplete or inconsistent. Therefore, in order to disambiguate such confusing situations, we propose an argumentation process (Carbogim et al., 2000). Thus, an inference process is performed taking into account the possible conflicts that may arise. These conflicts are then solved by argumentation techniques (Muñoz and Botía, 2008).

3.1 Dealing with Cycles

Herein we will explain the solution for the problem of cycles. To do this we need to explain what information is stored and exchanged between OCP and the producers and consumers. When a producer sends new context to the OCP Core, the OCP Core always stores a timestamp (TS) and a unique identifier (OID). Additionally, it stores in an archive the entire context that has been inserted in the system. Thus, although the value of certain entities is modified, we can know the previous values or the whole state of the system at a particular time.

To mitigate the problem of cycles we have used a new metainformation element (apart from the TS and the OID). When a producer sends some context information to the OCP Core it should attach the so-called derived identifiers (DID). The DID will only be used when the information is created out of some other information (i.e. reasoned information). The DID value is the set of OIDs of the context items which caused the reasoning to be fired. If the context is not reasoned or derived from another previous context (i.e. created by the producer itself, as done by a sensor), the DID value will be zero or null. If the DID is not null, the timestamp will be inherited from the parents. If there is more than one parent, the timestamp value will correspond with the oldest one, which is the time when the reasoning was made possible. However, the OID may be different, to uniquely distinguish it within the system, and it will be assigned by the OCP Core.
With this system we can use this information to see where the derived information comes from, and merely by looking at the DID field, be able to know whether it is derived or not. Although the value of the context information of an element with a particular OID is changed to another value, the value of that element for a particular TS is stored in the OCP archive. So using the TS we can know the value it had when this information was generated. When new information arrives at the OCP Core it is sufficient to look at the derivation trace (using the DIDs) to know if a cycle has been reached. At this time the OCP Core will stop sending new information to consumers interested in it. We can see this in Figure 6. As we can see, initially the OCP Core sends context information to Reasoning Block A, which generates new information with the DID of the context that produced it. We must remember that the Reasoning Blocks do not assign the OID, but rather OCP Core does, otherwise we could not ensure they are unique. As Reasoning Block B is interested in this new context, OCP sends it the information. The same applies to Reasoning Block B, which generates new information, and sends it to the OCP Core, which in turn resends it to Reasoning Block A. Eventually Reasoning Block A generates some new inferred information again and sends it to the OCP Core. As the OCP Core receives \( t_2 = v_2 \), it looks at the derivation trace and finds that it already had \( t_2 = v_2 \) previously with the same timestamp and, besides, both with the same DID. The OCP Core detects the cycle and stops spreading context.

When a cycle is detected, a confusing situation is generated: different Reasoning Blocks are producing information which causes a situation in which it is difficult to know the valid final information. Therefore, when a cycle is detected and OCP stops sending such information, an argumentation process is raised in order to solve the conflict and keep the ontology in a valid state. Argumentation process will be explained in Section 3.3 in depth.

![Figure 6: Cycle Detection](image)

Moreover, this solution allows us to add a desirable and useful utility. We can see the derivation trace of the reasoning processes, and explain what has caused the generation of an item to be able to explain certain facts.

### 3.2 Temporalization Issues

The temporalization issue is more difficult to solve. In fact there is no perfect solution. Consider this example (Figure 7):

![Figure 7](image)
There are two producers in the system (Producer B and Producer C), a Reasoning Block (Reasoning Block A) and a consumer (Consumer D). Producer B produces a new value $v_1$ in $t_0$ for the $e_1$ entity. This value comes to the OCP Core at $t_1$ time, which is the timestamp to be recorded. This value is sent to listeners interested in this entity (as Reasoning Block A). Meanwhile, at $t_2$ the OCP Core gets a value of $v_2$ for the entity $e_2$ from the Producer C, so the OCP Core assigns the value of $v_2$ to $e_2$ and sends it to consumers interested in $e_2$ (Consumer D). Finally, at $t_4$ Reasoning Block A has inferred further information about $e_2$, $v_3$. However, this information comes derived from the value of $e_1$ at $t_1$ (i.e. $v_1$, with OID 1), therefore, the timestamp of $v_3$ is $t_1$, i.e. prior to the current value of $e_2$ (which is $t_2$). Since Consumer D is interested in $e_2$, the OCP Core sends it that information as well. We have reached a situation in which the OCP Core has received inferred context information which is older than the information that it currently has in the system. Since information just received in the OCP Core is older than that stored, the OCP Core cannot overwrite it and change its current value, because the information already stored is more recent. However, this information could be interesting for other Reasoning Blocks which use that to infer other information, or it may be an important and specific value which some consumer was waiting for to begin executing a routine. That is, we cannot use this information to change the current value because it is older, but we cannot discard it either because it may be important for some consumers.

If we decide to wait for the OCP Core to receive all the inferred information from the different Reasoning Blocks before sending anything to the consumers some problems may arise. We do not know whether they are going to reason something or not, so the OCP Core would need some mechanism to be aware of when they have finished reasoning. This would mean an increase in latency, since the OCP Core should delay the delivery of information, although it is possible that there is no such inference. It will break the efficiency and parallelism achieved by distributing it. Conversely, the OCP Core does not really know whether they are really done with reasoning, and even if they communicate that to the OCP Core, it should not wait, as the system reaction time...
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with the users would be lost. The other option is to immediately send all the information the OCP Core receives, so that consumers have the information as quickly as possible. But as we saw in the aforementioned example, it may involve sending information with an earlier timestamp of already sent information. This breaks the temporalization line; no longer does everything come to us in order. However, this problem only occurs when sent information is inferred, and therefore, derived from other information that already exists in the system. This happens because the OCP Core is the one which assigns the timestamps. Therefore, it could never occur when the context is generated directly by the producer.

The proposed solution has been to opt for an intelligent function that determines whether a reasoned context is interesting to the consumer. The non reasoned context, which does not create this problem, will always be sent if the consumer is subscribed to the context. If the consumer needs to know all the information, the consumer will be aware of the entire context. Thus, we created three operating modes for consumers who are actually affected. Depending on the working mode they choose, the OCP Core will send them one piece of information or another. In the case that they do not choose any, for backward compatibility the standard mode is assigned. Three working modes are now shown:

- **Safe**: In this mode a reasoned item of information is only sent if no context is received in between the timestamp of the reasoned item and the current timestamp. We may lose some information, but everything we get will be in order.

- **Standard**: This will be the default option, and in this mode everything will be sent to the consumers unless something related with the inferred information arrives in between. That is, if the OCP Core gets new context about (for instance) Car and then some context inferred about University with an older timestamp, it will be sent to consumers because they are unrelated. Note that, still, all of the derived information is to be generated, even if some item is not sent to the listeners, because Reasoning Blocks operate in expert mode and, thus, receive all the information. Therefore, no information is lost.

- **Expert**: In this mode all the context information to which the consumer is subscribed is sent, even if the context does not arrive in order. The client is responsible for handling it, because with the TS and the DID they will be able to know when the information was received and whether it was direct or inferred. This is the default mode for the Reasoning Blocks, because they need all the information to generate new information.

In the example in Figure 7 the value \( v_3 \) for \( e_2 \) will only be sent if a listener were in expert mode, because the system has received \( v_2 \) for the entity \( e_2 \) at \( t_2 \) which is illegal in safe and standard modes. In most cases customers will no longer be interested in such information since it is something that has happened already and they have the latest information.

### 3.3 Argumentation-based Reasoning System

Using contextual information from different sources and making reasoning and inferencing over such information implies a lack of information to draw up some complex contexts. For example, imagine an office building in which there is a rule which establishes that in any empty room the air conditioning should be switched off. However, a manager wants to set the temperature of his office to 25° and he is out of his room for whatever reason. Conflict arises in that situation.

One way of solving such confusing situations is based on argumentation (Rahwan and Simari, 2009; Bench-Capon and Dunne, 2007). Argumentation systems differ from other knowledge
systems in the capability of generating justifications – arguments – to support inferences which can, potentially, be inconsistent. The use of criteria and heuristics allows decisions to be taken on any inconsistency detected by establishing which argument is more believable.

Thus, an Argumentation-based Reasoning System (AbRS) is proposed in this work to disambiguate such confusing situations. In order to deal with the argumentation system described above we use ORE-AS\(^7\), a tool which has been developed at the University of Murcia (see Figure 8). ORE-AS allows simulating argumentation process between a proponent agent (an agent proposing the acceptance of a fact or the execution of an action in the state of affairs) and an opponent agent (an agent opposing that fact or action). The simulation shows the arguments created by both agents and the persuasion dialog between them, whose result (proponent wins and its proposal is accepted by the opponent, or opponent wins and the proposal is discarded, or no decision can be reached) depends on the criteria adopted. Here we describe ORE-AS as the AbRS implementation, while the theoretical models that underlie the conflict detection and argumentation process are explained in Muñoz and Botía (2008, 2009).

Two kinds of conflicts are considered in the system: semantic conflicts and conflicts caused by the cycles. Semantic conflicts can be semantic-independent conflict, so-called contradictions, and semantic-dependent ones, or differences. Contradictions may appear regardless of how the domain is modeled, for example, a fact and its negation. Differences are dependent on the domain considered, for example, different values for the same entity which are received at the same time. The conflicts caused by the cycles are discussed in Section 3.1. When a cycle is detected, the OCP Core stops sending new information to consumers. Then, an argumentation process is raised in order to solve the conflict.

Imagine the example of the office building described above. Suppose that there are two agents: USR, representing the manager’s agent, and MGR, representing an agent responsible for controlling the power consumption in the building. We have the following scenario: the manager is out of his room for whatever reason, and his agent USR wants to switch on the AC device in the manager’s office since the temperature therein is over 25°. However, MGR opposes this action since its policy is to switch off AC devices in empty rooms and this agent detects that nobody is in the manager’s room. As a result, a conflict arises between these two agents.

\(^7\) http://sourceforge.net/projects/ore-as/
The conflict is detected by the OCP Core when different values for the AC are received at the same time (semantic conflicts). In that moment, OCP notifies the Reasoning Blocks involved in the conflict of the situation. OCP provides each Reasoning Block with the information it needs about the other so that they can communicate between themselves and start the argumentation process. In order to obtain a solution, this conflict is simulated in ORE-AS. USR takes the proponent role with its rule stating that if the temperature sensor in the manager’s room (TemperatureSensor1) has a value greater than 25\(^\circ\)C, then the AC device in that room (AirConditioning1) must be switched on. This rule, named RuleAC-User, can be seen in the Proponent box shown in the upper part of Figure 8. On the other hand, MGR takes the opponent role with its rule stating that any AC conditioning (represented with variable \(?x\)) located in an empty room (represented with \(?r\)) must be switched off. This rule, named RuleSavePower, can be seen in the Opponent box shown in the bottom part of Figure 8. Moreover, in this scenario ORE-AS is configured with the criterion RuleAC-User < RuleSavePower, indicating that RuleSavePower is preferred to RuleAC-User in cases of conflict.

The persuasion dialog resulting from the argumentation process is shown in Figure 9. First, URS claims that AirConditioning1 must be on. Then, MGR asks for reasons for this assertion. In that moment, USR answers with argument Arg_USR_1 (not shown in the figure). This argument for switching on the AC device is supported by the fact that the temperature is over 25\(^\circ\)C and by the rule RuleAC-User. Next, MGR rebuts – attacks – such an argument with its own argument Arg_MGR_1 (not shown in the figure) supporting the AC device to be switched off. This argument is justified by the fact that the manager’s room is empty and by the rule RuleSavePower. Since the adopted criterion establishes this rule as preferred to RuleAC-User, and USR has no more arguments to support its claim, this agent concedes MGR counterclaim and retracts its own claim. As a result, USR loses the dialog and its proposal of switching AirConditioning1 on is discarded. Therefore, the argumentation-based process offers a valid alternative to provide sensible qualitative reasoning in the presence of inconsistent and incomplete situations.

![Argumentation process](image)

Figure 9: Argumentation process

### 4. Example

In this section we describe an example of practical application of our system running in a real environment. This scenario has been deployed in an intelligent building located close to the University of Murcia, and although it is still in the testing phase the results are very positive. Next, in Subsection 4.1 we will describe the details of the software implementation of our system. Then, we will discuss how it is deployed in a real environment in Subsection 4.2.
4.1 Implementation Details

The definition of the system described in Section 2 tells us how different elements interact with each other in the system. But it does not describe specific technologies, leaving them to our election. Everything we have done is connected to OCP. All parts of the OCP system are coded in Java, as well as the different used technologies. However, when using SOA architecture we are free to write the different services using other programming languages.

Initially we will start by describing the implementation that we used for the SOA architecture described in Section 2.1, which is closely related to 2.4. In order to achieve the modularity and connectivity between different parts of the system we use OSGi. OSGi (Open Services Gateway Initiative) is a technology that allows us to design compatible platforms that can provide multiple services.

This technology allows us to connect and update different parts or modules of the system (called bundles) dynamically, and in its latest version (OSGi R4.2 (Alliance, 2008)) where the Remote Services can be used remotely and, therefore, we can use different virtual machines. The system will use bundles to perform reasoning tasks. These bundles are connected with the OCP Core to exchange information. Thus, each of these reasoning bundles corresponds to the Reasoning Blocks described in the architecture. In fact, OCP is also integrated in the system as a bundle.

Another important point of the implementation are the reasoners included in the Reasoning Blocks as well as the creation of the Reasoning Blocks. For the implementation of the Reasoning Blocks we have chosen to develop a tool that automatically generates the OSGi bundles. This tool is an extension of the ORE-GUI tool. Figure 10 shows this tool.

![Figure 10: ORE-GUI tool](image)

ORE-GUI connects to the OCP Core to load the ontology and let the user define the rules. The rules are defined in a graphical, friendly and easy way. Figure 11 shows how a rule is defined using the ORE-GUI. As the figure describes, using the ORE-GUI a rule is defined in three simple steps and it is possible to navigate through the ontology to obtain all the needed information. Thus, once the rules have been defined with ORE-GUI the user can create a bundle easily.

In addition, the user can choose from several rule reasoning engines. The default engine used is JenaRules, which provides very efficient reasoning without requiring the whole ontology to be
present. Each of these bundles includes the code generated to connect to the OCP Core, the chosen rule reasoning engine and the rules themselves. Thus we can choose to directly connect the bundle to the system as a Reasoning Block or modifying the code to suit it to our needs.

4.2 Deployment Scenario

The system deployment has been done using the architecture depicted in Zamora-Izquierdo et al (2009). This system is currently being used in an intelligent building located close to the University of Murcia. The main element of the architecture is the Home Automation Module (HAM). This comprises an embedded computer which is connected with all appliances, sensors and actuators. In addition, some users are equipped with state-of-the-art SmartPhones connected to the HAMs.

The system is deployed in a three-storey building. Each floor has a Home Automation Module (HAM). They get context information from a wide range of sensors as well as from the users. For instance, there are RFID antennas which record the users’ locations (who are equipped with RFID tags). They can also control the automatic opening of windows, switch on the air conditioning to the desired temperature, or close/open the blinds according to the desired light intensity before using artificial lighting.

The current architecture of the system is as depicted in Figure 12. We have installed the OCP Core in one HAM located on the third floor. This is the main HAM, which is connected with the other two HAMs of the lower floors. This HAM, as well as the other two, has a Reasoning Block within it. Each HAM has rules exclusively regarding the floor they are installed on. Thus, a HAM controls its own floor. In the main HAM there is another Reasoning Block, which encloses rules which relate to the whole system, such as security (which has to be managed globally). Finally, each user with a SmartPhone connected to the system has some other Reasoning Blocks installed in their devices. In this way they can manage their own rules that only affect themselves.

In the main HAM we can also see two adapters for both the sensors and the actuators. They are just a small piece of software that gather the information from the sensors and send actions to the actuators, according to the context given.
Since the OCP Core is installed in the HAM of the third floor, it contains the whole ontology. Figure 13 describes the hierarchy of classes of the global ontology, maintained by OCP.

However, as described above, the other HAMs and the users do not need so much information. They keep a partial ontology in the Reasoning Blocks. The global ontology can be found at the following links: http://webs.um.es/mtgarcia/ontology/mainHAM/, and examples of the partial ontologies, such as the partial ontology of the HAM on the second floor: http://webs.um.es/mtgarcia/ontology/floor2HAM/ and the ontology of the Reasoning Bock installed in the SmartPhone of the worker Stephen Raymond: http://webs.um.es/mtgarcia/ontology/user1/. All these ontologies have been simplified for a better understanding of the example.

As in most context-aware systems, rules in the system have been introduced trying to make users’ daily tasks easier in a non-intrusive way. Some global rules have been included in the system, as may be done in other context-aware systems. For instance, if the temperature inside the building is above 25° and the temperature outside is lower, the windows are opened. Otherwise, the air conditioning is switched on.
They try to diminish the power consumption. Lights and the air conditioning are automatically turned off when there are no workers on the floor:

\[ R_{\text{MainHAM}_1} : \text{swrlb: isEmpty(Person)} \Rightarrow \text{isOn(WindowController, false)} \]

Since all of these rules are common to all floors they are introduced in the Reasoning Block of the main HAM. Nevertheless, rules which affect only one floor will be included in the HAM of that floor. Thus, if something happens on one particular floor (for instance, the power supply goes off), the rules stop working. Only the rules which are needed remain active. This makes sense, since there is no need to keep them working if there is nothing to interact with. If we had all the rules in a different location, and something like this happens, all the rules regarding the blackout location would keep running, but they would be useless.

This same principle of decentralization is applied to users. The worker Stephen Raymond has set up in his user profile that he wants his room to be always at 21°. Therefore, the system should turn the air conditioning on at that temperature when he is in the building, so as to have the desired temperature when he comes into his office. In his SmartPhone he has set up a Reasoning Block with this rule:

\[ R_{\text{User}_1} : \text{swrlb: notEqual(? g, 21)} \Rightarrow \text{isOn(airCond, true)} \]

We should note that he does not specify his location. But since the Reasoning Blocks of the SmartPhone are only running when they are connected with the system, they are only applied when the user is in the building. This makes the rules definition easier to the users.

Imagine now that in the example of 4.1 the project manager sets up a meeting regarding a concrete project and he wants all the workers to attend it. He puts it into his calendar, writing down the date and time, marking it as important, and labeling it with the project name. This information is automatically sent to the OCP Core (as described in that section), which saves that context and sends to consumers.

The regular temperature in the system is 23° for the common areas, but since the project manager has set up the temperature at 21°, 10 minutes before the meeting the temperature of the meeting room is set to 21°. The following rule describes this situation:
In this rule, the light should be turned on a few metres before the first worker enters the room. Nevertheless, it should happen only if the time of the meeting is close (less than 10 minutes). Likewise, it would be done in a similar manner for setting alarms an hour before the meeting, muting the phone during the meeting and removing these rules once fired and the meeting is over.

Finally, consider the hypothetical situation that one of the workers is unable to attend the meeting because he is on a research visit for three months at the hypothetical University of OCP. This system is also installed at the University of OCP. Since he is not in the building of the meeting, those rules will not be fired for him. However, when this worker enters his new assigned office in that University he checks that the temperature and light intensity is the same as in his home university.

Since his personal preferences are set up in his SmartPhone, when he enters a new place, all of his preferences are loaded into the system of that location. Actually, all of his defined Reasoning Blocks are connected with the OCP Core of that building. As we can see rules and preferences of users go with them. If they travel to another location, we do not have to transfer all of those rules, which may be outdated, but rather the user itself keeps them. It is the user who uses them and knows when they need them. All the problems regarding transfer of information, privacy or similar are wiped out. The user is the one who keeps his own internal rules which nobody knows, and decides when to plug them into the system.

We can draw some conclusions from this example. As we have seen, using this distributed approach, rules are not only organized and located regarding their nature and range of use, but also active just when they are needed. Therefore, new reasoned context is only introduced in the system when it is needed. Only common information is managed at all times. The system does not have to manage a vast variety of information and rules from users which are not using it all the time. Typically only a small subset is used, and it will depend on the users, not on the system.
Therefore we place those rules in the users, plugging them into the system when they are needed. OCP Core leverages the system users to avoid high loads being distributed through them. If we had a centralized system, all the rules from all possible users should be running all the time, even if they use the system just a few days a year. Using this decentralized architecture the system only runs the rules it needs.

5. Related Work and Discussion

There has been a lot of work related to Context-Aware frameworks. The authors of Hong et al (2009) show a view of context-aware focus growing in journals from 2000 to 2007. Context-aware articles have grown considerably since 2000, up to seven-fold more in 2007. There are several platforms and middlewares for context management with diverse approaches. Not all of them are based on the same principles. In Context-Aware systems the representation of the context is a key-factor. This representation will determine other aspects of the system such as the reasoning techniques to apply. In Hong et al (2009) and Strang (2004) we can find a detailed survey of some of them, including different approaches (e.g. object-oriented models, ontology based models, key-valued models). They both conclude that ontologies are the most promising alternative.

There are several techniques to reason using Semantic Web technologies. The most basic is usually a must in every Semantic Web system, and is axiomatic reasoning. This reasoning lets the user access all the information that is implicit when an ontology is defined, as explained in the previous sections.

The other reasoning techniques work on top of that. The most well known is SWRL (Horrocks et al, 2004), which stands for Semantic Web Rule Language. This Rule Reasoning Language offers a standardized way to define rules to infer new information from given information.

Regarding the use of reasoning in Context-Aware systems, there is also a wide range of works. A variety of context reasoning schemes have been proposed (Schmidtke, 2012) to deal with context reasoning, including Bayesian networks (Ma et al, 2008), Dempster-Shafer Theory (Zhang et al, 2009), logic-based (Hu et al, 2012) and ontology-based context reasoning schemes among others, but only ontology-based reasoning schemes incorporate semantics into context representation and reasoning.

Though we do not strictly modularize ontologies, related work in this field is important to fully understand the process we follow. A few books such as Stuckenschmidt et al (2009), Del Vescovo et al (2010) and Hitzler et al (2011) may help get a better understanding on modularization of the ontology. In this work we have focused on the research of how to get Semantic Web reasoning distributed. Although several works have been proposed to distribute classical reasoning, little information can be found about distributed Semantic Web reasoning. Most focus on different ways to distribute description logic (Batsakis et al, 2011; Baader et al, 2007), but by using an approach quite distant from ours.

In Serafini and Homola (2010) we can find a recent overview of some of the techniques used in Distributed Reasoning in the Semantic Web technologies. The past ten years have seen several proposals of logics to define a formal semantic of the integration of modular ontologies. The most influential formalisms of modular ontologies for the Semantic Web technologies have been those based on Description Logics (DL).

Drago (Serafini and Tamilin, 2005) addresses the problem of reasoning with multiple ontologies interconnected by semantic mappings. Bridge rules map concepts of a source ontology into
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concepts of a target ontology. DDL has been improved (Homola and Serafini, 2010) to support subsumption propagation through chains of bridge rules.

\(\varepsilon\)-connections (Cuenca Grau et al, 2011) is a framework for combining non-overlapping ontologies encoded in Description Logic but possibly also other logics by special inter-ontology roles. Like DDL, \(\varepsilon\)-connections treat local domains as disjointed and do not support subsumption relations between modules. \(\varepsilon\)-connections supports Pellet OWL reasoner and SWOOP ontology editor, but reasoning is performed by a single Pellet reasoner and not distributed. A similar approach is that of Schlicht and Stuckenschmidt (2008), using imports and \(\varepsilon\)-connections. But these works need to modify the original OWL language.

KAONp2p (Haase and Wang, 2007) is an infrastructure for query answering over distributed ontologies based on the KAON2 system, rather than global reasoning. The approach is focused on ontology management and knowledge selection for reasoning about an individual (ABox). The relevant parts of the terminologies are copied to the peer that answers the query. This makes more intensive use of the network communications.

Another approach is that of Ensan and Du (2010). The authors have created a framework to develop and work with ontologies in a modular manner. Or as Hirankitti and Xuan (2011) do, create a meta-language.

Some of them try to focus on scalability (Hogan et al, 2011) and their feasibility (Jiménez-Ruiz et al, 2012). However, all of the systems described above have drawbacks. They need to change the original OWL language, adding some import-like operations, rather than using the original OWL import semantics using logical import from the OWL specification. They have some restrictions on the use of definitions from remote ontologies in local definitions or on the way knowledge is distributed a priori.

Schlicht and Stuckenschmidt (2010) propose a method to overcome these problems, covering the problem of big ontologies in terms of description of the ontology itself, but not the problem of distributing the size of the individuals of the ontology. They are able to distribute using TBox distribution, but they are unable to perform ABox distribution, and have a common TBox.

These pieces of research focus on distributed reasoning on different (and disjointed) ontologies and their main idea is to overcome the heterogeneity of ontologies through ontology mapping. They provide a mechanism to do reasoning on different ontologies but have not paid much attention to the performance of reasoning, e.g., time efficiency, communication overhead and system scalability.

Fang et al (2008) try to achieve this goal using a simple yet effective idea. They (as we do) create a first TBox, reasoning locally, to make an ABox reasoning using further ABox information. ABox Reasoning is carried out using rule engines in each node. In this way they create a subset of OWL-DL (rather than the whole set) by means of rules, using the rule set of Minerva (Zhou et al, 2006). Besides, the reasoning process does not efficiently address the ontology update problem.

Generally speaking there is no general solution to our problem, but there are some attempts in application specific solutions (Strobbe et al, 2012). They have achieved, through different techniques, the problem of distributing the Ontology Reasoning, but with some big constraints hindering their use that we cannot afford in our system, such as modifying the expressivity or the language itself.

To sum up, little work has been done in our direction. Apart from some works done in distributed Semantic Web reasoning, most of the works described above follow different approaches. And
none of them is able to fulfill our requirements. Our work covers a gap in the world of Semantic Web technologies.

6. Conclusions and Future Work

We have shown OCP, our framework to develop Context-Aware applications. This framework includes several options to process streams of context information distributedly using the advantages of Semantic Web technologies in an efficient way. This processing can be built using aggregation of different sources (e.g. sensors) by successive processing executions, made distributedly by the clients.

To do so, we have proposed a novel architecture to distribute the Semantic Web Reasoning. This architecture is based on the listener/consumer interface. The context processing is done in the so-called Context Information Processing Blocks (CIPBs). CIPBs subscribe just to the part of information they need to do their processing. The OCP Core sends a continuous stream of Semantic Information related to their subscription. This subscription can include information produced by other CIPBs. Therefore, a CIPB can be built on-top-of other CIPBs, so creating a complex processing system using an aggregation of simple CIPBs.

Making the system distributed has some advantages. The system becomes much more dynamic and decentralized. The users will be able to change the system behaviour. OCP will be more efficient and scalable. The distribution has been done in such a way that processing done by the clients can be executed very efficiently. In this way, the system is released from that burden, and has a faster response time. Furthermore, information is usually produced in the place where it is consumed. The system is also more secure, having higher availability, since it does not have to deal with high demanding operations from possible malicious users. The system is now modular and more versatile. We can extend it with new reasoning and processing methods by dynamically using the advantages of the Semantic Web technologies. Finally, it achieves improved privacy and mobility. Since users make reasoning locally, keeping their preferences in their devices, they will be visible only to them and available everywhere they are, with no need to send that information to every new system they visit.

But distributing the system also has some drawbacks. On the one hand, we have the possibility of having cycles from the information sent and received by the CIPBs. We have handled this by adding some metadata which also allows us to get a derivation trace from the reasoned information. On the other hand, we have a problem with temporalization. This implies that in some cases the clients will have to be aware of this distribution. Finally, for situations where information may be uncertain, incomplete or inconsistent, we propose an argumentation process.

For future work we are trying to distribute the Ontology Reasoning as well. Although we know it will still be desirable in many situations to keep distribution within the system, we will add it as an option for the scenarios where the processing capabilities of all the devices are very limited and we need to do it distributedly. We are also working on dealing with problems of rules defined by users who are not trusted. To do so, we are thinking of reputation and argumentation using the derivation traces. Finally, we are creating tools to help the user build high-level processing blocks such as pattern-recognition in an easy and friendly way.
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